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Abstract. We study the solvability of singular Abreu equations which arise in the approximation
of convex functionals subject to a convexity constraint. Previous works established the solvability
of their second boundary value problems either in two dimensions, or in higher dimensions under
either a smallness condition or a radial symmetry condition. Here, we solve the higher-dimen-
sional case by transforming singular Abreu equations into linearized Monge–Ampère equations
with drifts. We establish global Hölder estimates for linearized Monge–Ampère equations with
drifts under suitable hypotheses, and then apply them to prove the regularity and solvability of the
second boundary value problem for singular Abreu equations in higher dimensions. Many cases
with general right-hand side are also discussed.

Keywords: singular Abreu equation, linearized Monge–Ampère equation with drift, second
boundary value problem, Monge–Ampère equation, Legendre transform, pointwise Hölder
estimate.

1. Introduction and statements of the main results

In this paper, we study the solvability of the second boundary value problem of the follow-
ing fourth order Monge–Ampère type equation on a bounded, smooth, uniformly convex
domain � � Rn (n � 2):
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8̂̂̂̂
ˆ̂̂̂<̂
ˆ̂̂̂̂̂̂
:

nX
i;jD1

U ijDijw D �
 div.jDujq�2Du/C b �DuC c.x; u/

DW f .x; u;Du;D2u/ in �;

w D .detD2u/�1 in �;

u D ' on @�;

w D  on @�:

(1.1)

Here 
 � 0, q > 1, U D .U ij /1�i;j�n is the cofactor matrix of the Hessian matrix

D2u D .Diju/1�i;j�n �

�
@2u

@xi@xj

�
1�i;j�n

of an unknown uniformly convex function u 2 C 2.x�/, ' 2 C 3;1.x�/,  2 C 1;1.x�/, b W
x� ! Rn is a vector field on x�, and c.x; z/ is a function on x� � R. When the right-
hand side f depends only on the independent variable, that is, f D f .x/, (1.1) is the
Abreu equation arising from the problem of finding extremal metrics on toric manifolds
in Kähler geometry [1], and it is equivalent to

nX
i;jD1

@2uij

@xi@xj
D f .x/;

where .uij / is the inverse matrix ofD2u. The general form in (1.1) was introduced by the
second author in [22–24] in the study of convex functionals with a convexity constraint
related to the Rochet–Choné model [31] for the monopolist’s problem in economics,
whose Lagrangian depends on the gradient variable; see also Carlier–Radice [4] for the
case where the Lagrangian does not depend on the gradient variable.

More specifically, in the calculus of variations with a convexity constraint, one con-
siders minimizers of convex functionalsZ

�

F0.x; u.x/;Du.x// dx

among certain classes of convex competitors, where F0.x; z; p/ is a function on
x� �R �Rn. One example is the Rochet–Choné model with q-power (q > 1) cost,

Fq;
 .x; z;p/ D .jpjq=q � x � pC z/
.x/;

where 
 is a nonnegative Lipschitz function called the relative frequency of agents in the
population.

Since it is in general difficult to handle the convexity constraint, especially in numer-
ical computations [2, 30], instead of analyzing these functionals directly, one might con-
sider analyzing their perturbed versions by adding the penalizations�"

R
�

log detD2udx

which are convex functionals in the class of C 2, strictly convex functions. The heuristic
idea is that the logarithm of the Hessian determinant should act as a good barrier for the
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convexity constraint. This was verified numerically in [2] at a discretized level. Note that
critical points, with respect to compactly supported variations, of the convex functionalZ

�

F0.x; u.x/;Du.x// dx � "

Z
�

log detD2udx

satisfy the Abreu type equation

"U ijDij Œ.detD2u/�1� D �

nX
iD1

@

@xi

�
@F0

@pi
.x; u;Du/

�
C
@F0

@z
.x; u;Du/:

Here we denote p D .p1; : : : ; pn/ 2 Rn. In particular, for the Rochet–Choné model with
q-power (q > 1) cost and unit frequency 
 � 1, that is, F0 D Fq;1, the above right-hand
side is

� div.jDujq�2Du/C nC 1;

which belongs to the class of right-hand sides considered in (1.1). When F0.x; z; p/ D
F.p/C OF .x; z/ the above right-hand side becomes

� div.DF.Du//C
@ OF

@z
.x; u/:

When 
 > 0, we call (1.1) a singular Abreu equation because its right-hand side
depends on D2u which can be just a matrix-valued measure for a merely convex func-
tion u.

Our focus in this paper will be on the case 
 > 0. For simplicity, we will take 
 D 1.
The Abreu type equations can be included in the class of fourth order Monge–Ampère

type equations of the form

U ijDij Œg.detD2u/� D f (1.2)

where g W .0;1/! .0;1/ is an invertible function. In particular, when g.t/D t� , one can
take � D �1 and � D �nC1

nC2
to get the Abreu type equation and the affine mean curvature

type equation [7], respectively. It is convenient to write (1.2) as a system of two equations
for u and w D g.detD2u/. One is a Monge–Ampère equation for the convex function u
in the form of

detD2u D g�1.w/ (1.3)

and the other is the following linearized Monge–Ampère equation for w:

U ijDijw D f: (1.4)

The second order linear operator
Pn
i;jD1 U

ijDij is the linearized Monge–Ampère oper-
ator associated with the convex function u because its coefficient matrix comes from
linearizing the Monge–Ampère operator:

U D
@ detD2u

@.D2u/
:

When u is sufficiently smooth, such as u 2 W 4;s
loc .�/ where s > n, the expression
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Pn
i;jD1U

ijDijw can be written as
Pn
i;jD1Di .U

ijDjw/, since the cofactor matrix .U ij /
is divergence-free, that is,

nX
iD1

DiU
ij
D 0

for all j . The regularity and solvability of equation (1.2), under suitable boundary con-
ditions, are closely related to the regularity theory of the linearized Monge–Ampère
equation, initiated in the fundamental work of Caffarelli–Gutiérrez [3]. In the past two
decades, there has been much progresses in the study of these equations and related geo-
metric problems, including [5, 6, 9–12, 17, 18, 37–41], to name but a few.

According to the decomposition (1.3) and (1.4), a very natural boundary value prob-
lem for the class of fourth order equations (1.2) is the second boundary value problem
where one prescribes the values of u and w on the boundary @� as in (1.1).

1.1. Previous results and difficulties

A summary of solvability results for (1.1), or more generally, the second boundary
value problem for (1.2), for the case f � f .x/ is as follows. For the second boundary
value problem of the affine mean curvature equation, that is, (1.2) with g.t/ D t�

nC1
nC2 ,

Trudinger–Wang [38, 39] proved the existence of a unique C 4;˛.x�/ solution when
f 2 C ˛.x�/ with f � 0, and a unique W 4;p.�/ solution when f 2 L1.�/ with f � 0.
The analogous result for the Abreu equation (1.1) was then obtained by the fourth
author [41]. For theW 4;p.�/ solution, the second author [17] solved (1.1) for f 2Lp.�/
with p > n and f � 0. The sign condition on f was removed by Chau-Weinkove [5]
under the assumption that f 2 Lp.�/ with p > n and f C WD max¹f; 0º 2 Lq.�/ with
q > n C 2 for the affine mean curvature equation. Finally, in [18], the second author
showed that the W 4;p.�/ solution exists under the weakest assumption f 2 Lp.�/ with
p > n for a broad class of equations like (1.2), including both the affine mean curvature
equation and the Abreu equation. We will concentrate on the singular Abreu equation
(1.1), and its solvability in C 4;˛ and W 4;s .s > n/. We obtain solvability by establishing
a priori higher order derivative estimates and then using degree theory. Essentially, estab-
lishing a priori estimates requires establishing Hessian determinant estimates for u and
Hölder estimates for w.

For the singular Abreu equation, the dependence of the right-hand side on D2u

creates two new difficulties in applying the regularity theory of the linearized Monge–
Ampère equation. The first difficulty lies in obtaining a priori lower and upper bounds
for detD2u, which is a critical step in applying the regularity results for the linearized
Monge–Ampère equation. The appearance of D2u has very subtle effects on Hessian
determinant estimates. The second author [22] obtained Hessian determinant estimates
for f D � div.jDujq�2Du/ in two dimensions with q � 2 by using a special algebraic
structure of the equation. In a recent work of the second and fourth authors [28], Hessian
determinant estimates for the case 1 < q < 2 were established by using partial Legendre
transform. The second difficulty, granted that the bounds 0 < �� detD2u�ƒ<1 have
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been established, consists in obtaining Hölder estimates for w in the linearized Monge–
Ampère equation (1.4), which has no lower order terms on the left-hand side. This requires
a certain integrability condition for the right-hand side, as can be seen from the simple
equation�w D f . In previous works [3,15,16], classical regularity estimates for the lin-
earized Monge–Ampère equation were obtained for Ln right-hand side. This integrability
breaks down even in the case f D��u (where q D 2, bD 0 and c D 0), which is a priori
at most L1C" for some small constant ".�; ƒ; n/ > 0 (see [8, 13, 35]). With the Hölder
estimates for the linearized Monge–Ampère equation withLn=2C" right-hand side in [26],
the second author [22] established the solvability of (1.1) for f D � div.jDujq�2Du/ in
two dimensions with q � 2. When 1 < q < 2, f D � div.jDujq�2Du/ becomes more
singular inD2u and hence it has lower integrability (if any). However, in two dimensions,
the second and fourth authors [28] solved the second boundary value problem (1.1) for
f D � div.jDujq�2Du/C c.x; u/ for any q > 1 under suitable assumptions on c and
the boundary data. The proof was based on the interior and global Hölder estimates for
the linearized Monge–Ampère equation with the right-hand side being the divergence of
a bounded vector field which were established in [19, 21]. The solvability of the singular
Abreu equations (1.1) in higher dimensions, even in the simplest case f D ��u, has
been widely open. Only some partial results were obtained in [24] under either a small-
ness condition (such as replacing f D ��u by f D �ı�u for a suitably small constant
ı > 0) or a radial symmetry condition.

1.2. Statements of the main results

The purpose of this paper is to solve the higher-dimensional case of (1.1). We will first
consider the case where the right-hand side has no drift term b �Du. This case answers in
the affirmative the question raised in [28, p. 6]. In fact, we can establish the solvability for
singular Abreu equations that are slightly more general than (1.1) where div.jDujq�2Du/
is replaced by div.DF.Du// for a suitable convex function F . Our first main theorem is
as follows.

Theorem 1.1 (Solvability of the second boundary value problem for singular Abreu
equations in higher dimensions). Let � � Rn be an open, smooth, bounded and uni-
formly convex domain. Let r > n. Let F 2 W 2;r

loc .R
n/ be a convex function. Assume that

' 2 C 5.x�/ and  2 C 3.x�/ with min@� > 0. Consider the following second boundary
value problem for a uniformly convex function u:8̂̂̂̂

ˆ̂̂<̂
ˆ̂̂̂̂̂:

nX
i;jD1

U ijDijw D � div.DF.Du//C c.x; u/ in �;

w D .detD2u/�1 in �;

u D ' on @�;

w D  on @�:

(1.5)

Here .U ij / D .detD2u/.D2u/�1 and c.x; z/ � 0.



Y. H. Kim, N. Q. Le, L. Wang, B. Zhou 6

(i) Assume c 2 C ˛.x� �R/ where ˛ 2 .0; 1/. Then there exists a uniformly convex solu-
tion u 2 W 4;r .�/ to (1.5) with

kukW 4;r .�/ � C

for some C > 0 depending on �, n, ˛, F , r , c, ' and  .
Moreover, if F 2 C 2;˛0.Rn/ where ˛0 2 .0; 1/, then there exists a uniformly con-

vex solution u 2 C 4;ˇ .x�/ to (1.5) where ˇ D min ¹˛; ˛0º with

kukC4;ˇ.x�/ � C

for some C > 0 depending on �, n, ˛, ˛0, F , c, ' and  .

(ii) Assume c.x;z/� c.x/ 2Lp.�/ with p > n where c.x/� 0. Then, for sDmin ¹r;pº,
there exists a uniformly convex solution u 2 W 4;s.�/ to (1.5) with

kukW 4;s.�/ � C

for some C > 0 depending on �, n, p, F , r; s, kckLp.�/, ' and  .

We will prove Theorem 1.1 in Section 4.
We also discuss the solvability and regularity estimates of (1.1) when the right-hand

side has more general lower order terms and no sign restriction on c. We mainly focus on
the most typical case that the right-hand side has a Laplace term:8̂̂̂̂

ˆ̂̂<̂
ˆ̂̂̂̂̂:

nX
i;jD1

U ijDijw D �4uC b �DuC c.x; u/ in �;

w D .detD2u/�1 in �;

u D ' on @�;

w D  on @�:

(1.6)

Here, .U ij / D .detD2u/.D2u/�1. Our second main result is the following theorem.

Theorem 1.2 (Solvability of the second boundary value problem for singular Abreu equa-
tions with lower order terms in high dimensions). Let � � Rn .n � 3/ be an open,
smooth, bounded and uniformly convex domain. Assume that ' 2 C 5.x�/ and  2 C 3.x�/
with min@� >0. Consider the second boundary value problem (1.6) with c.x;z/�c.x/.

(i) If b 2 C ˛.x�IRn/ and c 2 C ˛.x�/ where ˛ 2 .0; 1/, then there exists a uniformly
convex solution u 2 C 4;˛.x�/ to (1.6) with

kukC4;˛.x�/ � C

for some C > 0 depending on �, n, ˛, kbkC˛.x�/, kckC˛.x�/, ' and  .

(ii) If b 2 L1.�IRn/ and c 2 Lp.�/ with p > 2n, then there exists a uniformly convex
solution u 2 W 4;p.�/ to (1.6) with

kukW 4;p.�/ � C

for some C > 0 depending on �, n, p, kbkL1.�/, kckLp.�/, ' and  .
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We will prove Theorem 1.2 in Section 5. Furthermore, in two dimensions, when
kbkL1.�/ is small, depending on �; and  , the conclusions of Theorem 1.2 still hold;
see Remark 5.5.

The lack of nonpositivity of c in (1.6) can raise more difficulties in the L1 estimate
and in the use of the Legendre transform in the Hessian determinant estimates. Compared
to the weakest assumption c 2 Lp.�/ with p > n in [18], we need p > 2n in The-
orem 1.2 (ii). However, in two dimensions, this assumption can be weakened provided
stronger conditions on b are imposed, but kbkL1.�/ can be arbitrarily large. This is the
content of our final main result.

Theorem 1.3 (Solvability of the second boundary value problem for singular Abreu equa-
tions with lower order terms in two dimensions). Let � � R2 be an open, smooth,
bounded and uniformly convex domain. Assume that ' 2 C 5.x�/ and  2 C 3.x�/

with min@�  > 0. Consider the second boundary value problem (1.6). Assume that
b 2 C 1.x�IRn/ with div.b/ � 32=diam.�/2, and c.x; z/ � c.x/ 2 Lp.�/ with p > 2.
Then there exists a uniformly convex solution u 2 W 4;p.�/ to (1.6) with

kukW 4;p.�/ � C

for some C > 0 depending on �, p, b, kckLp.�/, ' and  .

The proof of Theorem 1.3 will be given in Section 6.

Remark 1.4. Some remarks are in order.

(1) Theorem 1.1 applies to all convex functions F.x/D jxjq=q .q > 1/ on Rn for which
(1.5) becomes (1.1) when b D 0. Note that if 1 < q < 2, then jxjq 2 W 2;r

loc .R
n/ for

all n < r < n=.2 � q/, while if q � 2, we have jxjq 2 W 2;r
loc .R

n/ for all r > n.

(2) By the Sobolev embedding theorem, the solutions u obtained in our main results
belong at least to C 3;ˇ .x�/ for some ˇ > 0.

(3) The condition div.b/ � 32=diam.�/2 in Theorem 1.3 is due to the method of its
proof in obtaining a prioriL1 estimates that uses a Poincaré type inequality on planar
convex domains in Lemma 6.2.

Remark 1.5. We briefly relate the hypotheses in our existence results to concrete
examples in applications.

(1) Theorem 1.1 applies to the approximation problem of the variational problem

inf
Z
�

F0.x; u.x/;Du.x// dx (1.7)

among certain classes of convex competitors, say, with the same boundary value '
on @�, where F0.x; z; p/ D F.p/ C OF .x; z/ with F being convex and c.x; z/ �
@ OF
@z
.x; z/ � 0. The case F � 0 is applicable. One particular example is F0.x; z;p/D
OF .x;z/D .jxj2=2� z/detD2v.x/where v is a given function, which arises in wrink-

ling patterns in floating elastic shells in elasticity [36].
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(2) Consider nowF0.x;z;p/D OF .x;z/. Denote c.x;z/� @ OF
@z
.x;z/. We note that without

the condition c.x; z/ � 0, (1.7) might not have a minimizer. (For example, if OF .x; z/
D z3 so c.x; z/ D 3z2 � 0, then the infimum value of (1.7) is �1 if ' 6� 0.) On the
other hand, when the assumption c.x; z/ � 0 holds, a solution to (1.7) always exists:
One solution is the maximal convex extension of ' from @� to �. The existence
results in Theorem 1.1 imply that when OF .x; z/ is perturbed by convex functions
of Du (such as F.Du/ where F is convex) and detD2u (such as � log detD2u),
critical points of the resulting functionals, under appropriate boundary conditions,
always exist, and this heuristically means that the resulting functionals continue to
have minimizers.

(3) Theorem 1.2 applies to (1.6) with right-hand side ��u C n C 1. This expression
arises from the Rochet–Choné model with quadratic cost F0.x; z; p/ D jpj2=2 �
x � pC z, due to

�

nX
iD1

@

@xi

�
@F0

@pi
.x; u;Du/

�
C
@F0

@z
.x; u;Du/ D ��uC nC 1:

Remark 1.6. Given our existence results concerning (1.1), one might wonder if the
solutions found are unique. In general, for fourth-order equations, we cannot obtain the
uniqueness of solutions by using the comparison principle. However, for equations of the
type (1.1), we can obtain uniqueness in some special cases by exploring their particular
structure, using integral methods, and taking into account the concavity of the operator
log detD2u and the convexity of jxjq=q .q > 1/ or F in general. For example, we can
infer from the arguments in [22, Lemma 4.5] that uniqueness holds for (1.1) when b � 0
and c.x; z/ satisfies the following monotonicity condition:

.c.x; z/ � c.x; Qz//.z � Qz/ � 0 for all x 2 x� and z; Qz 2 R:

In particular, this implies that the solutions in Theorem 1.1 (ii) are unique, and the solu-
tions in Theorems 1.2 and 1.3 are unique provided that b � 0. To the best of our know-
ledge, the uniqueness for (1.1) when b ¤ 0 is an interesting open issue.

1.3. On the proofs of the main results

Let us now say a few words about the proofs of our main results using a priori estim-
ates and degree theory. We focus on the most crucial point that overcomes the obstacles
encountered in previous works: obtaining an a priori Hölder estimate forwD .detD2u/�1

in higher dimensions, once Hessian determinant bounds on u have been obtained. In this
case, global Hölder estimates for Du follow. Here, we use a new equivalent form (see
Lemma 2.1) for the singular Abreu equation to deal with the difficulties mentioned in
Section 1.1. In particular, in Theorem 1.1, instead of establishing a Hölder estimate for w,
we establish a Hölder estimate for � D weF.Du/. The key observation is that � solves a
linearized Monge–Ampère equation with a drift term in which the very singular term

div.DF.Du// D trace.D2F.Du/D2u/
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no longer appears. Thus, the proof of Theorem 1.1 reduces global higher order derivative
estimates for (1.5) to global Hölder estimates for linearized Monge–Ampère equations
with drift terms. To the best of the authors’ knowledge, such global Hölder estimates in
full generality are not available in the literature. In the case of Theorems 1.2 and 1.3, the
drift terms are also Hölder continuous. However, they do not vanish on the boundary and it
seems to be difficult to prove Hölder estimates for � at the boundary, not to mention global
Hölder estimates. We overcome this difficulty by observing that each of our singular
Abreu equations is in fact equivalent to a family of linearized Monge–Ampère equations
with drifts. In particular, at each boundary point x0,

�x0.x/ D w.x/eF.Du.x//�DF.Du.x0//�.Du.x/�Du.x0//�F.Du.x0//

solves a linearized Monge–Ampère equation with a Hölder continuous drift that vanishes
at x0. This gives pointwise Hölder estimates for �x0 (and hence for �) at x0. Combining
this with interior Hölder estimates for linearized Monge–Ampère equations with bounded
drifts, we obtain global Hölder estimates for � and hence for w. Section 3 will discuss all
these in detail.

For the reader’s convenience, we recall the following notion of pointwise Hölder con-
tinuity.

Definition 1.7 (Pointwise Hölder continuity). A continuous function v 2 C.x�/ is said
to be pointwise C ˛ (0 < ˛ < 1) at a boundary point x0 2 @�, if there exist constants
ı;M > 0 such that

jv.x/ � v.x0/j �M jx � x0j
˛ for all x 2 � \ Bı.x0/:

Throughout, we use the convention that repeated indices are summed.
The paper is organized as follows. In Section 2, we establish a new equivalent form

for singular Abreu equations by transform them into linearized Monge–Ampère equations
with drift terms, and the dual equations under the Legendre transform. Global Hölder
estimates for linearized Monge–Ampère equations with drift terms, under suitable hypo-
theses, will be addressed in Section 3. With these estimates, we can prove Theorem 1.1 in
Section 4. The proofs of Theorems 1.2 and 1.3 will be given in Sections 5 and 6, respect-
ively. In the final Section 7, we discuss (1.1) with more general lower order terms, and
present a proof of Theorem 3.2 on global Hölder estimates for solutions to linearized
Monge–Ampère equations with a drift term that are pointwise Hölder continuous at the
boundary.

2. Equivalent forms of singular Abreu equations

In this section, we derive some equivalent forms for the following general singular Abreu
equations: ´

U ijDijw D � div.DF.Du//CQ.x; u;Du/ in �;

w D .detD2u/�1 in �;
(2.1)
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where U D .U ij / D .det D2u/.D2u/�1, F 2 W 2;n
loc .R

n/, and Q is a function on
Rn �R �Rn.

2.1. Singular Abreu equations and linearized Monge–Ampère equations with drifts

Our key observation is the following lemma.

Lemma 2.1 (Equivalence of singular Abreu equations and linearized Monge–Ampère
equations with drifts). Assume that a locally uniformly convex function u 2 W 4;s

loc .�/

.s > n/ solves .2.1/. Then
� D weF.Du/

satisfies
U ijDij� � .detD2u/DF.Du/ �D� D eF.Du/Q.x; u;Du/: (2.2)

Proof. Let .uij / D .D2u/�1 D wU . By computations using DjU
ij D 0 and w D

.detD2u/�1, we have

U ijDijw D Dj .U
ijDiw/ D Dj .u

ijDi .logw// D �Dj .uijDi .log detD2u//

and
Dj Œu

ijDi .F.Du//� D div.DF.Du//: (2.3)

It follows that equation (2.1) can be written as

Dj .u
ijDi�/ D �Q.x; u;Du/ (2.4)

where
� D log detD2u � F.Du/:

In other words, in (2.1), the singular term

div.DF.Du// D trace.D2F.Du/D2u/

can be absorbed into the left-hand side to turn it into a divergence form equation.
Next, observe that � D � log �, and

Di� D �Di�=� D �Di�.detD2u/e�F.Du/:

Thus (2.4) becomes

Q.x; u;Du/ D �Dj .u
ijDi�/

D Dj .u
ij .detD2u/e�F.Du/Di�/

D Dj .U
ij e�F.Du/Di�/

D U ijDj .e
�F.Du/Di�/ .using the divergence-free property of .U ij //

D U ijDij�e
�F.Du/

� U ijDi�e
�F.Du/DkF.Du/Dkju

D U ijDij�e
�F.Du/

� .detD2u/e�F.Du/DF.Du/ �D�:

Therefore, (2.2) holds, and the lemma is proved.
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Remark 2.2. In general, (2.1) is not the Euler–Lagrange equation of any functional.
However, the introduction of

� D weF.Du/ D .detD2u/�1eF.Du/

in Lemma 2.1 has its root in an energy functional. Indeed, when Q � 0, (2.1) becomes

Dij .U
ij .detD2u/�1/C div.DF.Du// D 0;

and this is the Euler–Lagrange equation of the Monge–Ampère type functionalZ
�

�
F.Du/ � log detD2u

�
dx D

Z
�

log
�
.detD2u/�1eF.Du/

�
dx:

Remark 2.3. Taking F.x/ D jxjq=q with q > 1 in Lemma 2.1 where x 2 Rn, we find
that an equivalent form of

U ijDijw D � div.jDujq�2Du/CQ.x; u;Du/; w D .detD2u/�1;

is
U ijDij� � .detD2u/jDujq�2Du �D� D Q.x; u;Du/ejDuj

q=q; (2.5)

where
� D wejDuj

q=q :

Lemma 2.1 shows that � D weF.Du/, where u is a solution of (2.1), satisfies a linear-
ized Monge–Ampère equation with a drift term. This fact plays a crucial role in the study
of singular Abreu equations in higher dimensions. Once we have estimates for detD2u

for the second boundary value problem of (2.1), we can estimate u in C 1;˛.x�/ provided
the boundary data is smooth. This gives nice regularity properties for the right-hand side
of (2.2) (and in particular (2.5)) and the drift on the left-hand side. Then higher regularity
estimates for (2.1) can be reduced to global Hölder estimates for the following linearized
Monge–Ampère equation with a drift term:

U ijDij�C b �D�C f .x/ D 0: (2.6)

This is the content of Section 3.

2.2. Singular Abreu equations under the Legendre transform

In this section, we derive the dual equation of (2.1) under the Legendre transform in any
dimension. After performing the Legendre transform, the dual equation is still a linearized
Monge–Ampère equation.

Define the Legendre transform u� of u by

u�.y/ D x �Du � u; where y D Du.x/ 2 �� D Du.�/:

Then
x D Du�.y/ and u.x/ D y �Du�.y/ � u�.y/:
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Proposition 2.4 (Dual equations for singular Abreu equations). Let u 2W 4;s
loc .�/ .s > n/

be a uniformly convex solution to (2.1) in �. Then in �� D Du.�/, its Legendre trans-
form u� satisfies the following dual equation:

u�ijDij .w
�
C F.y// D Q.Du�; y �Du� � u�; y/: (2.7)

Here .u�ij / is the inverse matrix of D2u�, and w� D log detD2u�.

Proof. When (2.1) is the Euler–Lagrange equation of a Monge–Ampère type functional,
we can derive its dual equation from the dual functional as in [28, Proposition 2.1]. Here
for the general case, we prove it by direct calculations. Note that when the right-hand side
has no singular term, the dual equation has been obtained in [18, Lemma 2.7]. We include
a complete proof here for the reader’s convenience.

For simplicity, let d D detD2u and d� D detD2u�. Then d.x/ D d��1.y/ where
y D Du.x/. We will simply write d D d��1 with this understanding.

We denote by .uij / and .u�ij / the inverses of the Hessian matrices D2u D .Diju/ D

. @2u
@xi@xj

/ and D2u� D .Diju
�/ D . @

2u�

@yi@yj
/, respectively. Let .U �ij / D .detD2u�/.u�ij /

be the cofactor matrix of D2u�.
Note that w D d�1 D d�. Thus

Djw D
@w

@xj
D
@d�

@yk

@yk

@xj
D
@d�

@yk
Dkju

D
@d�

@yk
u�kj :

Clearly,

d��1
@d�

@yk
D

@

@yk
.log d�/ D Dykw

�;

from which it follows that
Dxjw D Dykw

�.U �/kj :

Similarly,

Dijw D

�
@

@yl
Djw

�
u�li :

Hence, using
U ij D detD2u � uij D .d�/�1Dyiyj u

�;

and the fact that U � D .U �ij / is divergence-free, we obtain

U ijDijw D .d
�/�1Dyiyj u

�u�li
@

@yl
Djw D .d

�/�1
�
@

@yj
Djw

�
D .d�/�1

@

@yj
.Dykw

�U �kj / D .d�/�1U �kjDykyjw
�

D u�ijDijw
�: (2.8)
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On the other hand, by (2.3), we have

div.DF.Du// D Dxj Œu
ijDxi .F.Du//� D u

�lj @

@yl

�
u�iju

�ki @

@yk
.F.y//

�
D u�ijDyiyj .F.y//: (2.9)

Combining (2.8) with (2.9) and recalling (2.1), we obtain

u�ijDij .w
�
C F.y// D Q.x; u.x/;Du.x// D Q.Du�; y �Du� � u�; y/;

which is (2.7). The lemma is proved.

3. Hölder estimates for linearized Monge–Ampère equation with drifts

In this section, we study global Hölder estimates for the linearized Monge–Ampère equa-
tion with drift ´

U ijDij v C b �Dv D f in �;

v D ' on @�;
(3.1)

where U D .U ij / D .detD2u/.D2u/�1 and b W �! Rn is a vector field.
When there is no drift term, that is, b � 0, global Hölder estimates for (3.1) were

established under suitable assumptions on the bounds 0 < � � detD2u � ƒ on the Hes-
sian determinant of u, and the data. In particular, the case f 2 Ln.�/ was treated in
[17, Theorem 1.4] (see also [25, Theorem 4.1] for a more localized version) and the case
f 2 Ln=2C".�/ was dealt with in [26, Theorem 1.7].

We wish to extend the above global Hölder estimates to the case with bounded drift.
In this case, the interior Hölder estimates for (3.1) were obtained as a consequence of the
interior Harnack inequality proved in [20, Theorem 1.1]. Note that Maldonado [29] also
proved a Harnack inequality for (3.1) with different and stronger conditions on b.

Therefore, to obtain global Hölder estimates for (3.1) with a bounded drift b, it
remains to prove Hölder estimates at the boundary. Without further assumptions on b,
this seems to be difficult with current techniques. However, when b is pointwise Hölder
continuous, and vanishes at a boundary point x0, we can obtain the pointwise Hölder con-
tinuity of v at x0. This can be deduced from the following result, which is a drift version
of [17, Proposition 2.1].

Proposition 3.1 (Pointwise Hölder estimate at the boundary for solutions to nonuni-
formly elliptic, linear equations with pointwise Hölder continuous drift). Assume that
� � Rn is a bounded, uniformly convex domain. Let ' 2 C ˛.@�/ for some ˛ 2 .0; 1/,
and g 2 Ln.�/. Assume that the matrix .aij / is measurable, positive definite and satisfies
det.aij / � � in �. Let b 2 L1.�IRn/. Let v 2 C.x�/ \W 2;n

loc .�/ be a solution to

aijDij v C b �Dv D g in �; v D ' on @�:
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Suppose there are constants �; � 2 .0; 1/ andM > 0 such that at some x0 2 @�, we have

jb.x/j �M jx � x0j� for all x 2 � \ B� .x0/: (3.2)

Then there exist ı; C depending only on �; n; ˛; �; �;M , kbkL1.�/ and � such that

jv.x/ � v.x0/j � C jx � x0j
min ¹˛;�º

min ¹˛;�ºC4 .k'kC˛.@�/ C kgkLn.�// for all x 2 � \ Bı.x0/:

We will prove Proposition 3.1 in Section 3.1.
Once we have the pointwise Hölder estimates at the boundary, global Hölder estimates

for (3.1) follow. This is the content of the following theorem.

Theorem 3.2 (Global Hölder estimates for solutions to the linearized Monge–Ampère
equation with a drift term that are pointwise Hölder continuous at the boundary). Assume
that � � Rn is a uniformly convex domain with @� 2 C 3. Let u 2 C.x�/ \ C 2.�/ be a
convex function satisfying

� � detD2u � ƒ in �

for some positive constants � and ƒ. Moreover, assume that uj@� 2 C 3. Let .U ij / D
.detD2u/.D2u/�1. Let b 2 L1.�IRn/ with kbkL1.�/ � M , f 2 Ln.�/ and ' 2
C ˛.@�/ for some ˛ 2 .0; 1/. Assume that v 2 C.x�/ \ W 2;n

loc .�/ is a solution to the
following linearized Monge–Ampère equation with a drift term:´

U ijDij v C b �Dv D f in �;

v D ' on @�:

Suppose that there exist 
 2 .0; ˛�, ı > 0 and K > 0 such that

jv.x/ � v.x0/j � Kjx � x0j

 for all x0 2 @� and x 2 � \ Bı.x0/: (3.3)

Then there exist a constant ˇ 2 .0; 1/ depending on n, �, ƒ, 
 and M , and a constant
C > 0 depending only on �, uj@�, �, ƒ, n, ˛, 
 , ı, K and M , such that

jv.x/ � v.y/j � C jx � yjˇ .k'kC˛.@�/ C kf kLn.�// for all x; y 2 �:

The proof of Theorem 3.2 is similar to that of [17, Theorem 1.4] for the case without
drift. For completeness and for the reader’s covenience, we present the proof in Section 7.

Remark 3.3. It would be interesting to prove the global Hölder estimates in Theorem 3.2
without the assumption (3.3).

In Section 3.2, we will apply Theorem 3.2 to establish global Hölder estimates for
Hessian determinants of singular Abreu equations provided that the Hessian determinants
are bounded between two positive constants; see Theorem 3.4.

3.1. Pointwise Hölder estimates at the boundary

In this section, we prove Proposition 3.1.
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Proof of Proposition 3.1. The proof is similar to that of [17, Proposition 2.1]. Due to the
appearance of the drift b and the pointwise Hölder continuity condition (3.2), we include
the proof for the reader’s convenience.

Let
K D kbkL1.�/; L D diam.�/:

In this proof, we fix the exponent


 D min ¹˛;�º=2:

However, the proof works for any exponent 
 2 .0; 1/ such that 
 < min ¹˛; �º, and in
this case, we replace the exponent min ¹˛;�º

min ¹˛;�ºC4 in the proposition by 


C2

.
Clearly ' 2 C 
 .@�/ with k'kC
 .@�/ � C.˛; �; L/k'kC˛.@�/. By considering the

equation satisfied by .k'kC
 .@�/ C kgkLn.�//�1v, we can assume that

k'kC
 .@�/ C kgkLn.�/ D 1;

and it suffices to prove that, for some ı D ı.n; �; ˛; �;K;M;�;�/ > 0, we have

jv.x/ � v.x0/j � C.n; �; ˛; �;K;M;�;�/jx � x0j



C2 for all x 2 � \ Bı.x0/:

Moreover, without loss of generality, we assume that

� � Rn \ ¹xn > 0º; x0 D 0 2 @�:

Since det.aij / � �, by the Aleksandrov–Bakelman–Pucci (ABP) estimate for elliptic,
linear equations with drift (see [14, inequality (9.14)]), we have

kvkL1.�/ � k'kL1.@�/ C diam.�/
²

exp
�
2n�2

nn!n

Z
�

�
1C

jbjn

det.aij /

�
dx

�
� 1

³1=n
�





 g

.det.aij //1=n






Ln.�/

� C0 (3.4)

for a constant C0.n; �; K; L/ > 1. Here we have used !n D jB1.0/j and k'kC
 .@�/ C
kgkLn.�/ D 1. Hence, for any " 2 .0; �
 /,

jv.x/ � v.0/˙ "j � 3C0 DW C1: (3.5)

Consider now the functions

 ˙.x/ WD v.x/ � v.0/˙ "˙ C1�.ı2/xn;

where
�.ı2/ WD .inf ¹yn W y 2 x� \ @Bı2.0/º/

�1

in the region
A WD � \ Bı2.0/;

where ı2 < 1 is small to be chosen later.
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The uniform convexity of � gives

inf ¹yn W y 2 x� \ @Bı2.0/º � C
�1
2 ı22 ; (3.6)

where C2 depends on the uniform convexity of �. Thus,

�.ı2/ � C2ı
�2
2 :

Note that if x 2 @� with jxj � ı1."/ WD "1=
 .� �/, then from k'kC
 .@�/ � 1 we
have

jv.x/ � v.0/j D j'.x/ � '.0/j � jxj
 � ": (3.7)

It follows that if we choose ı2 � ı1, then from (3.5) and (3.7) we have

 � � 0;  C � 0 on @A:

From (3.2) we have
jbj �Mı

�
2 in A;

and therefore

aijDij � C b �D � D g � C1�.ı2/b � en � �jgj � C1C2Mı
��2
2 in A;

where en D .0; : : : ; 0; 1/ 2 Rn.
Similarly,

aijDij C C b �D C D g C C1�.ı2/b � en � jgj C C1C2Mı
��2
2 in A:

Again, applying the ABP estimate for elliptic, linear equations with drift, we obtain

 � � C.n; �;K;L/ diam.A/kg C C1C2Mı
��2
2 kLn.A/

� C3.n; �;K;M;�; �; �/ı
�
2 in A:

In the above inequality, we have used kgkLn.A/ � 1 and

kg C C1C2Mı��2kLn.A/ � kgkLn.A/ C C1C2Mı
��2
2 jAj1=n

� C.n; �;K;M;�; �; �/ı
��1
2 :

Similarly, we have

 C � �C.n; �;K;L/ diam.A/kg C C1C2Mı
��2
2 kLn.A/

� �C3.n; �;K;M;�; �; �/ı
�
2 in A:

We now restrict " � C�
=.��
/3 so that

ı1 D "
1=

� Œ"=C3�

1=�:

Then, for ı2 � ı1, we have C3ı
�
2 � ", and thus

jv.x/ � v.0/j � 2"C C1�.ı2/xn in A:
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Therefore, choosing ı2 D ı1, we find

jv.x/ � v.0/j � 2"C C1�.ı2/xn � 2"C
2C1C2

ı22
xn in A:

Summarizing, we obtain the inequality

jv.x/ � v.0/j � 2"C
2C1C2

ı22
jxj � 2"C 2C1C2"

�2=

jxj (3.8)

for all x; " satisfying

jxj � ı1."/ WD "
1=
 ; " � C

�
=.��
/
3 DW c1: (3.9)

Let us now choose " D jxj
=.
C2/: Then the conditions in (3.9) are satisfied as long as

jxj � min ¹c.
C2/=
1 ; 1º DW ı:

With this choice of ı, and recalling (3.8), we have

jv.x/ � v.0/j � .2C 2C1C2/jxj

=.
C2/ for all x 2 � \ Bı.0/:

The proposition is proved.

3.2. Singular Abreu equations with Hessian determinant bounds

In this section, we apply Theorem 3.2 to establish global Hölder estimates for Hessian
determinants of singular Abreu equations provided that the Hessian determinants are
bounded between two positive constants. This is the content of the following theorem.

Theorem 3.4 (Hölder continuity of Hessian determinant of singular Abreu equations
under Hessian determinant bounds). Assume that � � Rn is a uniformly convex domain
with @� 2 C 3. Let F 2 W 2;r

loc .R
n/ for some r > n, and let g 2 Ls.�/ with s > n. Let

' 2 C 4.x�/ and  2 C 2.x�/ with min@� > 0. Assume that u 2W 4;s.�/ is a uniformly
convex solution to the singular Abreu equation8̂̂̂̂

<̂
ˆ̂̂:
U ijDijw D � div.DF.Du//C g.x/ in �;

w D .detD2u/�1 in �;

u D ' on @�;

w D  on @�;

where U D .U ij / D .detD2u/.D2u/�1. Suppose that, for some positive constants �
and ƒ,

� � detD2u � ƒ in �:

Then there exist constants ˇ; C > 0 depending only on �, ';  , �, ƒ, n, r , F and
kgkLn.�/ such that

kwkCˇ.x�/ � C:



Y. H. Kim, N. Q. Le, L. Wang, B. Zhou 18

Proof. Since F 2W 2;r
loc .R

n/, by the Sobolev embedding theorem we have F 2 C 1;˛.Rn/
where ˛ D 1 � n=r 2 .0; 1/. From the Hessian determinant bounds on u, and u D ' on
@� where ' 2 C 4.x�/, by [27, Proposition 2.6] we have

kukC1;˛0 .x�/ � C1; (3.10)

where ˛0 2 .0; 1/ depends on �;ƒ and n. The constant C1 depends on �;n; �;ƒ and '.
By Lemma 2.1, the function

�.x/ D w.x/eF.Du.x//

satisfies

U ijDij� � .detD2u/DF.Du.x// �D� D g.x/eF.Du.x// DW f .x/: (3.11)

From (3.10), we deduce that �j@� 2 C ˛0 with estimate

k�kC˛0 .@�/ � C�. ; C1; F /: (3.12)

Step 1: Pointwise Hölder continuity of � at the boundary. Fix x0 2 @� and denote

QF .y/ WD F.y/ � F.Du.x0// �DF.Du.x0// � .y �Du.x0// for y 2 Rn:

Then
U ijDijw.x/ D � div.D QF .Du.x///C g.x/ in �:

By Lemma 2.1, the function

�x0.x/ D w.x/e
QF .Du.x//

satisfies

U ijDij�
x0 � .detD2u/.DF.Du.x// �DF.Du.x0/// �D�

x0

D g.x/e
QF .Du.x//

DW f x0.x/: (3.13)

Clearly,
kf x0kLn.�/ � C2; (3.14)

where C2 depends on kF kC1.BC1 .0// and kgkLn.�/.
The vector field

b.x/ WD .detD2u/ �
�
DF.Du.x// �DF.Du.x0//

�
satisfies in � the estimate

jb.x/j � ƒkDF kC˛.BC1 .0//jDu.x/ �Du.x0/j
˛

� ƒC1kDF kC˛.BC1 .0//
jx � x0j

˛1 ; (3.15)



Singular Abreu equations and linearized Monge–Ampère equations with drifts 19

where
˛1 WD ˛˛0:

We also have �x0 j@� 2 C ˛1.@�/ with

k�x0kC˛1 .@�/ � C3.˛; ˛0; C1;  ; kDF kC˛.BC1 .0//
/: (3.16)

Note that
det.U ij / D .detD2u/n�1 � �n�1:

Hence, from (3.13), (3.15) and (3.16), we can apply Proposition 3.1 and find constants


 D ˛1=.˛1 C 4/ 2 .0; 1/;

and ı; C4 > 0 depending only on n; �; ƒ; ˛; F; ';  and � such that, for all x 2 � \
Bı.x0/,

j�x0.x/ � �x0.x0/j � C4jx � x0j

 .k�x0kC˛1 .@�/ C kf

x0kLn.�//

� C5jx � x0j

 ; (3.17)

where C5 WD C4.C2 C C3/.
Due to

�.x/ D �x0.x/eF.Du.x0//CDF.Du.x0//�.Du.x/�Du.x0//;

and (3.10), inequality (3.17) implies the pointwise C 
 continuity of � at x0 with estimate

j�.x/ � �.x0/j � C6jx � x0j

 for all x 2 � \ Bı.x0/; (3.18)

where C6 depends on �, ',  , �, ƒ, n, ˛, F and kgkLn.�/.

Step 2: Global Hölder continuity of � and w. From (3.18), we can apply Theorem 3.2
to (3.11) to conclude the global Hölder continuity of �. Since w D �e�F.Du/, w is also
globally Hölder continuous. In other words, there exist a constant ˇ 2 .0; 1/ depending
on n; �;ƒ; ˛ and F , and a constant C > 0 depending only on �, ',  , �, ƒ, n, r , F and
kgkLn.�/, such that

kwkCˇ.x�/ � C:

The theorem is proved.

4. Proof of Theorem 1.1

In this section, we prove Theorem 1.1 using a priori estimates and degree theory. With
Theorem 3.4 at hand, a key step is to establish a priori Hessian determinant estimates for
uniformly convex solutions u 2 W 4;s.�/ (s > n) of (1.5).

To obtain the latter estimates, we will use the maximum principle and the Legendre
transform; see also [28, Theorem 1.2] with a slightly different proof for the case ofF.x/D
jxjq=q .q > 1/ and c.x; z/ being smooth.
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Lemma 4.1 (Hessian determinant estimates). Let � � Rn be an open, smooth, bounded
and uniformly convex domain. Assume that ' 2C 5.x�/ and 2C 3.x�/with min@� >0.
Let r; s > n. Let F 2W 2;r

loc .R
n/ be a convex function, and c.x; z/ be a function on x��R.

Suppose that c.x; z/� 0 with either c 2C ˛.x��R/ where ˛ 2 .0; 1/, or c.x; z/� c.x/ 2
Ls.�/. Assume that u 2 W 4;s.�/ is a uniformly convex solution to the second boundary
value problem 8̂̂̂̂

<̂
ˆ̂̂:
U ijDijw D � div.DF.Du//C c.x; u/ in �;

w D .detD2u/�1 in �;

u D ' on @�;

w D  on @�;

where .U ij / D .detD2u/.D2u/�1. Then

C�1 � detD2u �
�

min
@�

 
��1

in �;

where C > 0 is a constant depending on �, n, ',  , F and c. In the case of c.x; z/ �
c.x/ 2 Ls.�/, the dependence of C on c is via kckLn.�/.

Proof. From the convexity of F and u, we have

� div.DF.Du// D �trace.D2F.Du/D2u/ � 0:

This combined with c.x; u/ � 0 yields

U ijDijw D � div.DF.Du//C c.x; u/ � 0 in �:

Hence, by the maximum principle, w attains its minimum value in x� on the boundary.
Thus

w � min
@�

w D min
@�

 > 0 in �:

This together with detD2u D w�1 gives an upper bound for the Hessian determinant:

detD2u � C1 WD
�

min
@�

 
��1

in �:

From the above upper bound, by using u D ' on @� together with � being smooth and
uniformly convex, we can construct suitable barrier functions to deduce that

sup
�

juj C kDukL1.�/ � C2; (4.1)

where C2 depends on n, ',  and �.
We now proceed to establish a positive lower bound for the Hessian determinant.

Let
u�.y/ D x �Du.x/ � u.x/
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be the Legendre transform of u.x/, where

y D Du.x/ 2 �� WD Du.�/:

Then (4.1) implies

diam.��/C ku�kL1.��/ � C3.n; ';  ;�/: (4.2)

In view of Proposition 2.4, u� satisfies

u�ijDij .w
�
C F.y// D c.Du�; y �Du� � u�/ in ��; (4.3)

where
.u�ij / D .D2u�/�1; w� D log detD2u�:

Note that, for y D Du.x/ 2 @�� where x 2 @�, we have

w�.y/ D log.detD2u.x//�1 D log .x/:

By the ABP maximum principle applied to (4.3), and recalling (4.2), we find

sup
��
.w� C F.y//

� sup
@��

.w� C F.y//C C.n; diam.��//




c.Du�; y �Du� � u�/

.detD2u�/
�1=n






Ln.��/

D sup
@��

.w� C F.y//C C.n; diam.��//
�Z

�

jc.x; u/jn dx

�1=n
� C4;

where C4 depends on�, n, ', , F and c. Clearly, in the case of c.x; z/� c.x/ 2Ls.�/,
the dependence of C4 on c is via kckLn.�/. In the above estimates, we have used



c.Du�; y �Du� � u�/

.detD2u�/
�1=n






Ln.��/

D

�Z
��
jc.Du�; y �Du� � u�/jn detD2u� dy

�1=n
D

�Z
�

jc.x; u/jn detD2u� detD2udx

�1=n
D

�Z
�

jc.x; u/jn dx

�1=n
:

It follows that
sup
��
w�.y/ D sup

��
log detD2u� � C5;

which implies
detD2u � e�C5 > 0 in �;

where C5 depends on �, n, ',  , F and c. This is the desired positive lower bound for
the Hessian determinant, and the proof of the lemma is complete.
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Proof of Theorem 1.1. We divide the proof, using a priori estimates and degree theory,
into three steps. Steps 1 and 2 establish higher order derivative estimates for W 4;s.�/

(s > n) solutions. Step 3 confirms the existence of W 4;s.�/ or C 4;ˇ .x�/ solutions via
degree theory.

In the following, we fix s > n with the additional requirement that´
s D r (case (i));

s D min ¹r; pº (case (ii)):

Step 1: Determinant estimates and second order derivative estimates for uniformly convex
W 4;s.�/ .s > n/ solutions u of (1.5). By Lemma 4.1, we have

0 < � � detD2u � ƒ WD
�

min
@�

 
��1

in �; (4.4)

where � depends on�, n, F , ',  , and either on c in case (i), or on kckLn.�/ in case (ii).
From (4.4) and u D ' on @� where ' 2 C 5.x�/, by [27, Proposition 2.6] we have

kukC1;˛0 .x�/ � C1; (4.5)

where ˛0 2 .0; 1/ depends on �;ƒ, and n. The constant C1 depends on�;n; �;ƒ and '.
With (4.4) and F 2W 2;r

loc .R
n/, we can use Theorem 3.4 to find ˇ0 2 .0;1/, and C2 > 0

depending on �; n; F; r; ';  ; c, such that

kwkCˇ0 .x�/ � C2.�; n; F; r; ';  ; c/:

Hence detD2u D w�1 2 C ˇ0.x�/. By the global Schauder estimates for the Monge–
Ampère equation [34, 39], we have

kukC2;ˇ0 .x�/ � C3.�; n; F; r; ';  ; c/: (4.6)

Combining this with (4.4), we find

C�14 In � D
2u � C4In in �

for some C4.�; n; F; r; ';  ; c/ > 0. Here In denotes the identity n � n matrix. In other
words, the linear operator U ijDij is uniformly elliptic with coefficients U ij bounded in
C ˇ0.x�/.

Step 2: Global higher order derivative estimates for uniformly convex W 4;s.�/ .s > n/

solutions u of (1.5). Denote the right-hand side of (1.5) by

f WD � div.DF.Du//C c.x; u/ D �trace.D2F.Du/D2u/C c.x; u/: (4.7)

Observe that

ktrace.D2F.Du/D2u/kLr .�/ � C.�; n; F; r; ';  ; c/: (4.8)
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Indeed,

ktrace.D2F.Du/D2u/krLr .�/ � n
2
kD2ukrL1.�/kD

2F.Du/krLr .�/

� n2C r3

Z
�

jD2F.Du.x//jrdx .using .4.6//

D n2C r3

Z
Du.�/

jD2F.y/jr
1

detD2u..Du/�1.y//
dy

� n2C r3�
�1

Z
BC1 .0/

jD2F.y/jr dy

(using (4.4) and (4.5))

� C r3�
�1C.n; C1; F; r/:

We consider cases (i) and (ii) separately.
(i) The case of c 2 C ˛.x� �R/. Recall that s D r in this case. We see from (4.8) that

f D �trace.D2F.Du/D2u/C c.x; u/ 2 Ls.�/ with estimate

kf kLs.�/ � C.�; n; F; r; s; ';  ; c/:

By Step 1,
U ijDijw D f in �; w D  on @�;

is a uniformly elliptic equation in w with C ˇ0.x�/ coefficients. Thus, from the standard
W 2;p theory for uniformly elliptic linear equations (see [14, Chapter 9]), we obtain the
following W 2;s.�/ estimate:

kwkW 2;s.�/ � C.�; n; q; s; ';  ; c/:

Now, recalling detD2uDw�1 in�with uD ' on @�, we can differentiate and apply the
standard Schauder and Calderón–Zygmund theories to obtain the following global W 4;s

estimate of u:
kukW 4;s.�/ � C.�; n; F; r; s; ';  ; c/:

Indeed, for any k 2 ¹1; : : : ; nº by differentiating detD2u D w�1 in the xk direction we
see that Dku solves the equation

U ijDij .Dku/ D Dk.w
�1/ 2 W 1;s.�/;

which is uniformly elliptic with C ˇ0.x�/ coefficients U ij due to (4.4) and (4.6). Since
s > n, we have W 1;s.�/ 2 C 0;1�n=s.x�/. By the classical Schauder theory (see [14,
Chapter 6] for example), we deduce that Dku 2 C 2;ˇ1.x�/ for all k with appropriate
estimates, where ˇ1 D min ¹ˇ0; 1 � n=sº. This shows that u 2 C 3;ˇ1.x�/ and the coeffi-
cients satisfy U ij 2 C 1;ˇ1.x�/. Next, for any l 2 ¹1; : : : ; nº, we differentiate the preceding
equation in the xl direction to get

U ijDij .Dklu/ D Dkl .w
�1/ �DlU

ijDijku 2 L
s.�/ for all k; l 2 ¹1; : : : ; nº:
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Applying the Calderón–Zygmund estimates, we obtain Dklu 2 W 2;s.�/ for all k; l 2
¹1; : : : ; nº with appropriate estimates. Consequently, u 2 W 4;s.�/ with estimate stated
above.

Moreover, in the particular case that F 2 C 2;˛0.Rn/, we find that f 2 C 
 .x�/ where

 2 .0; 1/ depends only on ˛, F; ˛0, and ˇ0 with estimate

kf kC
 .x�/ � C.�; n; ˛; q; c; ';  /: (4.9)

Thus, we can apply the classical Schauder theory (see [14, Chapter 6] for example) to (1.5)
which, by Step 1, is a uniformly elliptic equation in w with C ˇ0.x�/ coefficients. We
conclude that w 2 C 2;ˇ .x�/, where ˇ 2 .0; 1/ depends only on n; 
 and ˇ0, with estimate

kwkC2;ˇ.x�/ � C.�; n; ˛; ˛0; F; c; ';  /:

Due to
detD2u D w�1 in �; u D ' on @�;

this implies that u 2 C 4;ˇ .x�/ with estimate

kukC4;ˇ.x�/ � C.�; n; ˛; ˛0; F; c; ';  /: (4.10)

With this estimate, we go back to f D �trace.D2F.Du/D2u/C c.x; u/ and find that
we can actually take 
 D min ¹˛; ˛0º in (4.9). Repeating the above process, we find that
(4.10) holds for ˇ D min ¹˛; ˛0º.

(ii) The case of c.x; z/ � c.x/ 2 Lp.�/ with p > n. Recall that in this case s D
min ¹r; pº. Then we see from (4.7) and (4.8) that

kf kLs.�/ � .�; n; p; F; r; s; ';  ; kckLp.�//:

Arguing as in case (i) above, we obtain the following W 4;s estimate of u:

kukW 4;s.�/ � C.�; n; p; F; r; s; ';  ; kckLp.�//:

Step 3: Existence of solutions via degree theory. From theC 4;ˇ .x�/ orW 4;s.�/ estimates
for uniformly convex W 4;s.�/ solutions u of (1.5) in Step 2, we can use the Leray–
Schauder degree theory as in [5, 22, 38] to prove the existence of C 4;ˇ .x�/ or W 4;s.�/

solutions to (1.5) as stated in the theorem. We omit the details.

5. Proof of Theorem 1.2

In this section, we prove Theorem 1.2. As in the proof of Theorem 1.1 in Section 4, we
focus on a priori estimates for smooth, uniformly convex solutions. The most crucial ones
are Hessian determinant estimates. Without the sign of c, we first need to obtain an a priori
L1 bound for u.



Singular Abreu equations and linearized Monge–Ampère equations with drifts 25

Lemma 5.1 (A priori L1 bound for uniformly convex W 4;n solutions). Let � � Rn

.n � 3/ be an open, smooth, bounded and uniformly convex domain. Assume that ' 2
C 5.x�/ and  2 C 3.x�/ with min@�  > 0. Assume b 2 L1.�IRn/. Suppose that there
exist functions g1; g2 2 L1.�/ and a constant 0 � m < n � 1 such that

jc.x; z/j � jg1.x/j C jg2.x/j � jzj
m in � �R: (5.1)

Assume that u 2 W 4;n.�/ is a uniformly convex solution to (1.6). Then there exists a
constant C > 0 depending on �, n, ',  , kbkL1.�/, kg1kL1.�/, kg2kL1.�/ and m such
that

kukL1.�/ � C:

Proof. From u 2 W 4;n.�/ and the Sobolev embedding theorem, we have u 2 C 2.x�/.
For a convex function u 2 C 2.�/ with u D ' on @�, we have (see, e.g., [18, inequality
(2.7)])

kukL1.�/ � k'kL1.�/ C C1.n;�; k'kC2.�//

�Z
@�

.uC� /
n dS

�1=n
; (5.2)

where uC� D max ¹0; u�º, � is the unit outer normal of @� and dS is the boundary meas-
ure. Thus, to prove the lemma, it suffices to proveZ

@�

.uC� /
n dS � C.�; n; ';  ; kbkL1.�/; kg1kL1.�/; kg2kL1.�/; m/:

For this, we use the arguments as in [22, proof of Lemma 4.2]. Observe that since u is
convex with boundary value ' on @�, we have u� � �kD'kL1.�/ and hence

ju� j � u
C
� C kD'kL1.�/; .uC� /

n
� un� C kD'k

n
L1.�/ on @�: (5.3)

Let � be a strictly convex defining function of �, i.e.

� WD ¹x 2 Rn W �.x/ < 0º ; � D 0 on @� and D� ¤ 0 on @�:

Let
Qu D ' C �.e� � 1/:

Then, for � large, depending on n, � and k'kC2.x�/, the function Qu is uniformly convex,
and belongs to C 5.x�/. Furthermore, as in [18, Lemma 2.1], there exists a constant C2 > 0
depending only on n, �, and k'kC4.x�/ such that the following facts hold:

(1) k QukC4.x�/ � C2 and detD2 Qu � C�12 > 0 in �,

(2) letting Qw D ŒdetD2 Qu��1, and denoting by . QU ij / the cofactor matrix ofD2 Qu, we have

k QU ijDij QwkL1.�/ � C2:

Let K.x/ be the Gauss curvature at x 2 @�. Since � is uniformly convex, we have

0 < C�1.�/ � K.x/ � C.�/ on @�: (5.4)
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From [22, (4.10) in the proof of Lemma 4.2] with � D 0 and fı WD ��uC b �DuC c
which uses (i) and (ii) above , we obtainZ

@�

K un� dS �

Z
�

.�u � b �Du � c/.u � Qu/ dx

C C3

�Z
@�

.uC� /
n dS

�.n�1/=n
C C3; (5.5)

where C3 depends on C2, � and '.
We will estimate the first term on the right-hand side of (5.5) by splitting it into three

terms. Firstly, using u�u D div.uDu/ � jDuj2 and integrating by parts, we haveZ
�

�u.u � Qu/ dx �

Z
�

u�udx C C2

Z
�

�udx

D

Z
@�

'u� dS �

Z
�

jDuj2 dx C C2

Z
@�

u� dS

� C.'; C2/

Z
@�

ju� j dS �

Z
�

jDuj2 dx

� C4.n; '; C2/

�Z
@�

.uC� /
n dS

�1=n
C C4.n; '; C2/ .recalling .5.3//:

(5.6)
Secondly, by integration by parts, we findZ

�

jDuj2 dx D

Z
�

.div.uDu/ � u�u/ dx D
Z
@�

'u� dS �

Z
�

u�udx

� C5.'/

Z
@�

uC� dS C kukL1.�/

Z
�

�udx C C5.'/

� .C5 C kukL1.�//

Z
@�

uC� dS C C5: (5.7)

In view of (5.7) with (5.2), we can estimateZ
�

b �Du. Qu � u/ dx � j�j1=2kbkL1.�/.k QukL1.�/ C kukL1.�//
�Z

�

jDuj2 dx

�1=2
� C6 C C6

�Z
@�

.uC� /
n dS

�2=n
; (5.8)

where C6 depends on �; n, ' and kbkL1.�/, the dependence on kbkL1.�/ being linear.
Finally, using (5.1) and (5.2), we haveZ

�

�c.u � Qu/ dx � .kukL1.�/ C k QukL1.�//

Z
�

.jg1j C jg2j juj
m/ dx

� C C CkukmC1
L1.�/

� C7 C C7

�Z
@�

.uC� /
n dS

�mC1
n

: (5.9)

Here C7 depends on �, n, ', kg1kL1.�/, kg2kL1.�/ and m.
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It follows from (5.3) thatZ
@�

K .uC� /
n dS � C8.�; ';  /C

Z
@�

K un� dS: (5.10)

Combining (5.4)–(5.6) and (5.8)–(5.10) while recalling that 0 � m < n � 1 and n � 3,
we obtain

C�1.�/min
@�

 

Z
@�

.uC� /
n dS � C8 C

Z
@�

K un� dS

� C9

�
1C

�Z
@�

.uC� /
n dS

�n�1
n

C

�Z
@�

.uC� /
n dS

�mC1
n
�
;

where C9 depends on C3, C4, C6, C7 and C8. It follows thatZ
@�

.uC� /
n dS � C;

where C depends on �, n, ',  , kbkL1.�/, kg1kL1.�/, kg2kL1.�/ and m. The proof of
the lemma is complete.

Remark 5.2. We have the following observations regarding the two-dimensional version
of Lemma 5.1.

(i) The above proof fails in two dimensions, because the right-hand side of (5.8) is then
of the same order of magnitude as the left-hand side of (5.5). Therefore, when C6 is
large, plugging (5.8) into (5.5) does not give any new information.

(ii) On the other hand, since C6 depends linearly on kbkL1.�/, in two dimensions one
can still absorb the right-hand side of (5.8) into the left-hand side of (5.5) as long
as kbkL1.�/ is small, depending on �, ' and  . In this case, we still have an L1

estimate.

(iii) In Section 6, we will establish an L1 estimate in two dimensions under a stronger
condition on b but allowing kbkL1.�/ to be arbitrarily large.

Next, we establish the Hessian determinant estimates.

Lemma 5.3 (Hessian determinant estimates). Let u 2 W 4;p.�/ be a uniformly convex
solution to the fourth order equation8̂̂̂̂

ˆ̂̂<̂
ˆ̂̂̂̂̂:

nX
i;jD1

U ijDijw D ��uC b �DuC c.x/ in �;

w D .detD2u/�1 in �;

u D ' on @�;

w D  on @�;

(5.11)

where .U ij / D .detD2u/.D2u/�1, min@�  > 0, b 2 L1.�IRn/ and c 2 Lp.�/ with
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p > 2n. Then there exists a constant C > 0 depending on �, n, p, ',  , kbkL1.�/ and
kckLp.�/ such that

0 < C�1 � detD2u � C in �:

Proof. The proof uses a trick in Chau–Weinkove [5]. For simplicity, denote

d WD detD2u and .uij / D .D2u/�1:

Let
G WD deMu2 ;

where M > 0 is a large constant to be determined. By Lemma 5.1, we have

kukL1.�/ � C0;

where C0 > 0 depends on �, n, ',  , kbkL1.�/ and kckL1.�/.
Since w D d�1, we have w D G�1eMu2 . Direct calculations yield

Diw D �G
�2DiGe

Mu2
C 2MuDiuG

�1eMu2 ;

Dijw D 2G
�3DiGDjGe

Mu2
�G�2DijGe

Mu2

� 2MuDjuDiGG
�2eMu2

� 2MuDiuDjGG
�2eMu2

C 2MDiuDjuG
�1eMu2

C2MuDijuG
�1eMu2

C4M 2u2DiuDjuG
�1eMu2 :

Then, using U ijG�1eMu2 D uij , we have

U ijDijw D 2G
�2uijDiGDjG �G

�1uijDijG � 4MuG�1uijDiuDjG

C 2MuijDiuDjuC 2MnuC 4M 2u2uijDiuDju

D G�2uijDiGDjG C u
ij .2MuDiu �G

�1DiG/.2MuDju �G
�1DjG/

�G�1uijDijG C 2MuijDiuDjuC 2Mnu

� �G�1uijDijG C 2MuijDiuDjuC 2Mnu:

Thus, from the first equation in (5.11), we obtain

G�1uijDijG � 2MuijDiuDjuC 2MnuC�u � b �Du � c:

Using the matrix inequality (see, for example, [20, Lemma 2.8 (c)])

uijDivDj v �
jDvj2

trace.D2u/
D
jDvj2

�u

together with �u � nd1=n, we find that

G�1uijDijG � 2M
jDuj2

�u
C
1

2
�u � b �DuC

1

2
�uC 2Mnu � c

� 2
p
M jDuj � jbj � jDuj C .n=2/d1=n C 2Mnu � c

� �.c � 2Mnu � .n=2/d1=n/C in � (5.12)
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provided
M � 1

4
kbk2L1.�/:

Hence, by the ABP estimate applied to (5.12) in� whereG D  �1eM'
2

on @�, we have

sup
�

G � sup
@�

. �1eM'
2

/C C.n;�/





 .c � 2Mnu � .n=2/d1=n/C

Œdet.G�1.D2u/�1/�1=n






Ln.�/

D sup
@�

. �1eM'
2

/C C.n;�/





deMu2.c � 2Mnu � .n=2/d1=n/C

d�1=n






Ln.�/

� sup
@�

. �1eM'
2

/C C1kd
1C1=n.c � 2Mnu � .n=2/d1=n/CkLn.�/: (5.13)

Here C1 depends on n, � and C0 (via kukL1.�/). Note that, for any p0 > n, we have

kd1C1=n.c � 2Mnu � .n=2/d1=n/CkLn.�/

�

�Z
¹c�2Mnu�.n=2/d1=nº

dnC1.c � 2Mnu/n dx

�1=n
�

�Z
¹c�2Mnu�.n=2/d1=nº

dnC1.c � 2Mnu/n
.c � 2Mnu/p0�n

Œ.n=2/d1=n�p0�n
dx

�1=n
D .n=2/�

p0�n

n

�Z
¹c�2Mnu�.n=2/d1=nº

dn�p0=nC2.c � 2Mnu/p0 dx

�1=n
: (5.14)

We now choose p0 such that

2n < p0 < min ¹n.nC 2/; pº:

Let 
 D 1 � p0
n2
C

2
n

. Then 0 < 
 < 1. Moreover, from (5.13) and (5.14), we have

sup
�

G � C C C

�Z
�

dn
 .jcj C juj/p0 dx

�1=n
� C C C

�Z
�

.deMu2/n
 .jcjp C 1/ dx

�1=n
� C2 C C2

�
sup
�

G
�

�

�Z
�

.jcjp C 1/ dx

�1=n
:

Here C2 depends on �;M; ';  , C1, 
 and p. It follows that

sup
�

G � C3.C2; 
; kckLp.�//:

Since G D deMu2 , we also get an upper bound for d D detD2u:

detD2u � C3 in �:

It remains to establish a positive lower bound for detD2u.
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Once we have the upper bound of the Hessian determinant of u, using u D ' on @�
and a suitable barrier, we obtain

sup
�

juj C sup
�

jDuj � C4.C3; ';�/:

Then we can apply the Legendre transform to get a lower bound of the determinant.
According to Proposition 2.4, the Legendre transform u� of u satisfies

u�ijDij .w
�
C jyj2=2/ D b.Du�/ � y C c.Du�/ in �� WD Du.�/;

where .u�ij / WD .D2u�/�1 andw� WD log detD2u�. Applying the ABP estimate tow�C
jyj2=2 on��, and then changing variables y DDu.x/ with dy D detD2udx, we obtain

sup
��
.w� C jyj2=2/

� sup
@��

.w� C jyj2=2/C C.n/ diam.��/




b.Du�/ � y C c.Du�/

.detu�ij /1=n






Ln.��/

� C. ;C4/C C.n; C4/

�Z
��

jb.Du�/ � y C c.Du�/jn

.detD2u�/�1
dy

�1=n
D C. ;C4/C C.n; C4/

�Z
�

jb �DuC c.x/jn dy
�1=n

� C. ;C4/C C.n; C4/
�
kbkLn.�/ sup

�

jDuj C kckLn.�/

�
:

In particular, we have
sup
��
w� � C5;

where C5 > 0 depends on�, n, ', , kbkL1.�/ and kckLp.�/. Sincew�D log detD2u�,
the above estimate gives a lower bound for detD2u:

detD2u � e�C5 in �;

completing the proof of the lemma.

Remark 5.4. If there is no first order term b � Du on the right-hand of (1.6), we can
directly obtain Hessian determinant bounds by the same trick as in the proof of Lemma 5.3
without getting an a priori L1 bound of u. Moreover, these bounds are valid for all
dimensions.

Proof of Theorem 1.2. The proof uses a priori estimates and degree theory as in the proof
of Theorem 1.1. We obtain the existence of a uniformly convex solution in C 4;˛.x�/ in
case (i), and in W 4;p.�/ in case (ii), with the stated estimates provided that we can
establish the latter estimates for W 4;p.�/ solutions. Thus, it remains to establish these
a priori estimates.

Assume now u 2 W 4;p.�/ is a uniformly convex smooth solution to (1.6). By
Lemma 5.1 and the assumption on c in either (i) or (ii), we can obtain Hessian determ-
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inant estimates for u by Lemma 5.3. Once we have those estimates, Theorem 3.4 applies
with

F.x/ D jxj2=2 and g.x/ D b.x/ �Du.x/C c.x/:

This gives Hölder estimates for w. The rest of the proof of Theorem 1.2, which is con-
cerned with global higher order derivative estimates, is similar to Step 2 in the proof of
Theorem 1.1 (i, ii). We omit the details.

Remark 5.5. In two dimensions, when kbkL1.�/ is small, depending on �,  and  ,
the conclusions of Theorem 1.2 still hold. Indeed, in this case, by Remark 5.2, we still
have the L1 estimate of Lemma 5.1. The conclusion of Theorem 1.2 then follows.

6. Proof of Theorem 1.3

In this section, we will prove Theorem 1.3. As in the proof of Theorem 1.1, it suffices to
derive a priori estimates for W 4;p.�/ solutions. Here, we recall that

p > 2:

Theorem 1.3 can be deduced from the following result.

Theorem 6.1 (A priori W 4;p.�/ estimates for W 4;p.�/ solutions). Let � � R2, ',  ,
b and c be as in Theorem 1.3. Assume that u 2 W 4;p.�/ is a uniformly convex solution
to (1.6). Then

kukW 4;p.�/ � C;

where C > 0 is a constant depending on �, p, ',  , b and c.

The rest of this section is devoted to the proof of Theorem 6.1.
We will first obtain an L1 bound of u and an L2 bound ofDu. For this, the following

Poincaré type inequality will be useful.

Lemma 6.2 (Poincaré type inequality on planar convex domains). Let � � R2 be an
open, smooth, bounded and uniformly convex domain. Assume that u 2 C 1.�/ \ C.x�/
and uj@� D '. ThenZ

�

juj2 dx � C.'; diam.�//kukL1.�/ C
diam.�/2

16

Z
�

jDuj2 dx:

Proof. Note that for any one-variable function f 2 C 1.a; b/\C 0Œa; b�where a < b, one
has Z b

a

jf .x/j2 dx

� .b � a/.jf .a/j C jf .b/j/kf kL1.a;b/ C
.b � a/2

8

Z b

a

jf 0.x/j2 dx: (6.1)
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Indeed, denoting c WD aCb
2

, then using Hölder’s inequality and Fubini’s theorem, one
obtainsZ c

a

jf .x/j2 dx D

Z c

a

f .a/.2f .x/ � f .a// dx C

Z c

a

�Z x

a

f 0.t/ dt

�2
dx

� 2.c � a/jf .a/j � kf kL1.a;b/ � .c � a/f .a/
2
C

Z c

a

.x � a/

Z x

a

jf 0.t/j2 dt dx

D 2.c � a/jf .a/j � kf kL1.a;b/ � .c � a/f .a/
2
C

Z c

a

jf 0.t/j2
Z c

t

.x � a/ dx dt

� 2.c � a/jf .a/j � kf kL1.a;b/ � .c � a/f .a/
2
C
.c � a/2

2

Z c

a

jf 0.x/j2 dx

� .b � a/jf .a/j � kf kL1.a;b/ C
.b � a/2

8

Z c

a

jf 0.x/j2 dx: (6.2)

Similarly, we haveZ b

c

jf .x/j2 dx � .b � a/jf .b/j � kf kL1.a;b/ C
.b � a/2

8

Z b

c

jf 0.x/j2 dx: (6.3)

Combining (6.2) with (6.3), we obtain (6.1).
Next, by the convexity of �, we can assume that there are c; d 2 R and one-variable

functions a.x1/, b.x1/ such that

� D ¹.x1; x2/ W c < x1 < d; a.x1/ < x2 < b.x1/º:

It is clear that d � c � diam.�/ and b.x1/� a.x1/� diam.�/. Then, by (6.1) and uD '
on @�, we haveZ b.x1/

a.x1/

ju.x1; x2/j
2 dx2 � 2 diam.�/k'kL1.�/kukL1.�/

C
diam.�/2

8

Z b.x1/

a.x1/

jDx2u.x1; x2/j
2 dx2:

Integrating the above inequality over c < x1 < d yieldsZ
�

juj2 dx � 2 diam.�/2k'kL1.�/kukL1.�/ C
diam.�/2

8

Z
�

jDx2uj
2 dx: (6.4)

Similarly,Z
�

juj2 dx � 2 diam.�/2k'kL1.�/kukL1.�/ C
diam.�/2

8

Z
�

jDx1uj
2 dx: (6.5)

Combining (6.4) and (6.5), we obtainZ
�

juj2 dx � 2 diam.�/2k'kL1.�/kukL1.�/ C
diam.�/2

16

Z
�

jDuj2 dx;

completing the proof of the lemma.
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6.1. Estimates for sup� juj and kDukL2.�/

Now we derive bounds for u and kDukL2.�/.

Lemma 6.3 (L1 andW 1;2 estimates). Let� � R2, ',  , b and c be as in Theorem 1.3.
Assume that u 2 W 4;p.�/ is a uniformly convex solution to (1.6). Then there exists a
constant C > 0 depending on �, ',  , b and kckL1.�/ such that

kukL1.�/ � C and kDukL2.�/ � C:

Proof. To prove the lemma where n D 2, by (5.2) and (5.7) it suffices to proveZ
@�

u2� dS � C.�; ';  ; b; kckL1.�//; (6.6)

where � is the unit outer normal to @�.
Let Qu be as in the proof of Lemma 5.1 so that (i) and (ii) there are satisfied. Let K.x/

be the Gauss curvature at x 2 @�. Then, as in (5.5), we have, for some C1.�; '/ > 0,Z
@�

K u2� dS �

Z
�

.�u � b �Du � c/.u � Qu/ dx C C1
�Z

@�

u2� dS

�1=2
C C1:

(6.7)
Next, we will estimate the RHS of (6.7) term by term. First, from the inequality before
last in (5.6), we haveZ

�

�u.u � Qu/ dx � C.�; '/

�Z
@�

u2� dS

�1=2
�

Z
�

jDuj2 dx: (6.8)

Using u D ' on @�, and integrating by parts, we getZ
�

.b �Du/ Qudx D
Z
�

.b Qu/ �Dudx

D

Z
@�

u Qub � � dS �
Z
�

div.b Qu/u dx

D

Z
@�

' Qu.b � �/ dS �
Z
�

.b �D QuC Qu div b/u dx

� C2.1C kukL1.�// � C3 C C3

�Z
@�

u2� dS

�1=2
; (6.9)

where C3 depends on �, ', sup@� jbj, kbkL1.�/ and kdiv bkL1.�/.
Moreover,Z
�

�.b �Du/udx D
1

2

Z
�

�b �D.u2/ dx D
1

2

�Z
�

.div b/u2 dx �
Z
@�

u2b � � dS
�
:

Note that div b � 32=diam.�/2. Then by Lemma 6.2 and (5.2), we have

1

2

Z
�

.div b/u2 dx � C.'; diam.�//kukL1.�/ C
Z
�

jDuj2 dx

� C.�; '/C C.�; '/

�Z
@�

u2� dS

�1=2
C

Z
�

jDuj2 dx:
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Hence Z
�

�.b �Du/udx D
1

2

�Z
�

.div b/u2 dx �
Z
@�

'2b � � dS
�

� C4 C C4

�Z
@�

u2� dS

�1=2
C

Z
�

jDuj2 dx; (6.10)

where C4 depends on �, ' and sup@� jbj.
Finally, as in (5.9), we getZ

�

�c.u � Qu/ dx � C5 C C5

�Z
@�

u2� dS

�1=2
; (6.11)

where C5 depends on �; ' and kckL1.�/.
Combining (6.7)–(6.11), we obtain

C�1.�/ inf
@�
 

Z
@�

u2� dS �

Z
@�

K u2� dS � C6

�
1C

�Z
@�

u2� dS

�1=2�
;

where C6 > 0 depends on�, ',  , b and kckL1.�/. From this, we deduce (6.6), complet-
ing the proof of the lemma.

6.2. Hessian determinant estimates for u

Lemma 6.4 (Hessian determinant estimates). Let � � R2, ',  , b and c be as in The-
orem 1.3. Assume that u 2 W 4;p.�/ is a uniformly convex solution to (1.6). Then

0 < C�1 � detD2u � C in �;

where C > 0 is a constant depending on �, ',  , b and kckL2.�/.

Proof. We first prove the lower bound of detD2u. Note that in two dimensions, we have
trace U D �u. Hence we can rewrite the first equation in (1.6) as

U ijDij .w C jxj
2=2/ D b.x/ �Du.x/C c.x/ DW Q.x/ in �: (6.12)

By Lemma 6.3, we have
kQkL2.�/ � C0;

where C0 depends on �, ',  , b and kckL2.�/.
Applying the ABP estimate to (6.12) and using detU D detD2u, we have

sup
�

.w C jxj2=2/ � sup
@�

 C C.�/C C.�/





 Q

.detU/1=2






L2.�/

� C.�; /C C.�/kQkL2.�/ � sup
�

.detD2u/�1=2

� C.�; /C C.�/
�

sup
�

w
�1=2

:
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Therefore sup�w � C1, where C1 depends on �, ',  , b and kckL2.�/. Consequently,

detD2u � C�11 > 0 in �: (6.13)

Hence by the boundary Hölder estimate for solutions of nonuniformly elliptic equations
[17, Proposition 2.1], we know from (6.12) that w is Hölder continuous on @� with
estimates depending only on C1, � and  . Then by constructing a suitable barrier near
the boundary as in [18, Lemma 2.5], we can obtain

kDukL1.�/ � C2;

where C2 depends on C1, �, ' and  .
The upper bound of the Hessian determinant can be obtained similar to Lemma 5.3.

Let u�.y/ be the Legendre transform of u.x/ where

y D Du.x/ 2 Du.�/ DW ��:

Then
diam.��/ � C2:

By Proposition 2.4 (with F.x/ D jxj2=2), u� satisfies

U �ijDij .�w
�
� jyj2=2/ D �Q.Du�/ detD2u� in ��; (6.14)

where .U �ij / WD .detD2u�/.D2u�/�1 and w� D log detD2u�.
Applying the ABP maximum principle to (6.14), and recalling that

w�.y/ D log.detD2u.x//�1 D logw.x/ D log .x/ on @��;

we obtain

sup
��
.�w� � jyj2=2/

� sup
@��

.�w� � jyj2=2/C C.diam.��//kQ.Du�/.detD2u�/1=2kL2.��/

� � log min
@�

 C C.C2/kQkL2.�/;

where we have usedZ
��
ŒQ.Du�/�2 detD2u� dy D

Z
�

ŒQ.x/�2 detD2u� detD2udx

D

Z
�

ŒQ.x/�2 dx D kQk2
L2.�/

:

Therefore,
sup
��
.�w�/ � C3;

where C3 depends on C0, C2 and min@�  . This implies w� � �C3 in ��, and hence

detD2u � eC3 in �: (6.15)

The lemma follows from (6.13) and (6.15).
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6.3. Proof of Theorem 6.1

Finally, we can prove Theorem 6.1 which implies Theorem 1.3.

Proof of Theorem 6.1. Once we have the determinant estimates, we can establish higher
estimates by using the regularity of the linearized Monge–Ampère equation with drift
terms as in Sections 4 and 5. In two dimensions, we can also establish these estimates as
in [22].

By Lemma 6.4, we have

0 < � � detD2u � ƒ in � (6.16)

for �, ƒ depending on �, ',  , b, p and kckLp.�/. By the interior W 2;1C" estimates
for Monge–Ampère equations [8, 13, 35], we have D2u 2 L1C"loc .�/ for some constant
".�; ƒ/ > 0. By the global W 2;1C" estimates for Monge–Ampère equations [33], there
exists a constant C0 > 0 depending on �, ',  , b, p and kckLp.�/ such that

kukW 2;1C".�;ƒ/.�/ � C0:

Let q WD min ¹p; 1C ".�;ƒ/º > 1. Then

G WD ��uC b �DuC c

satisfies
kGkLq.�/ � C1;

where C1 > 0 depends on �, p, ',  , b and kckLp.�/. Recall that

U ijDijw D G on �; w D  on @�:

By the global Hölder estimate for linearized Monge–Ampère equations [26] with Lq

right-hand side where q > n=2, we deduce

kwkC˛.x�/ � C.�; ';  ; p;b; c/;

where ˛ 2 .0; 1/ depends on �;'; ; p;b; c. The proof of the W 4;p.�/ estimate for u is
now the same as that of Theorem 1.1 (ii). Hence, the theorem is proved.

7. Extensions and the proof of Theorem 3.2

In this section, we discuss (1.1) with more general lower order terms, and present a proof
of Theorem 3.2 for completeness.

7.1. Possible extensions of the main results

The following remarks indicate some possible extensions of our main results.
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Remark 7.1. From the proofs in Sections 4–6 and the L1 estimates in Lemma 5.1, it
can be seen that some conclusions of Theorems 1.1–1.3 also hold for more general cases
of c D c.x; z/. Consider, for example,

c.x; z/ D g1.x/C g2.x/h.z/:

Then the following facts hold:

(1) The conclusions in Theorem 1.1 (ii) hold when g1 � 0, g2 � 0, g1; g2 2 Lp.�/ with
p > n, and h � 0 with h 2 C ˛.R/.

(2) The conclusions in Theorem 1.2 (i) hold when g1; g2 2 C ˛.x�/ and h 2 C ˛.R/ with
jh.z/j � C jzjm for 0 � m < n � 1.

(3) The conclusions in Theorem 1.2 (ii) hold when g1; g2 2 Lp.�/ with p > 2n, and
h 2 C ˛.R/ with jh.z/j � C jzjm for 0 � m < n � 1.

(4) The conclusions in Theorem 1.3 hold when g1;g22Lp.�/with p>2, and h2C ˛.R/
with jh.z/j � C jzjm for 0 � m < 1.

Remark 7.2. Since we use the trace of b on @� in (6.9), it is natural to have
b 2 C.x�IRn/. It would be interesting to obtain the conclusion of Theorem 1.3 for such b
instead of b 2 C 1.x�IRn/.

7.2. Global Hölder estimates for pointwise Hölder continuous solutions at the boundary

In this section, we prove Theorem 3.2. The proof is similar to that of [17, Theorem 1.4]
for the case without drift. For completeness, we include the proof which includes the
following ingredients: interior Hölder estimates for linearized Monge–Ampère equations
with bounded drifts, and rescalings using a consequence of the boundary localization
theorem for the Monge–Ampère equation which we will recall below.

Under the assumption � � detD2u � ƒ, the linearized Monge–Ampère operator
U ijDij is elliptic, but it may be degenerate and singular in the sense that the eigen-
values of U D .U ij / may tend to zero or infinity. To prove estimates for the linearized
Monge–Ampère equation that are independent of the bounds on the eigenvalues of U , as
in [3] and subsequent works, we work with sections of u instead of Euclidean balls. For a
convex function u 2 C 1.x�/ defined on the closure of a convex, bounded domain��Rn,
the section of u centered at x 2 x� with height h > 0 is defined by

Su.x; h/ WD ¹y 2 x� W u.y/ < u.x/CDu.x/ � .y � x/C hº:

Before proving a global Hölder estimate, we recall the interior Hölder estimate. The
following interior Hölder estimate for nonhomogeneous linearized Monge–Ampère equa-
tions with drift is a simple consequence of the interior Harnack inequality proved in [20,
Theorem 1.1]. In [29], Maldonado proved a similar Harnack’s inequality for linearized
Monge–Ampère equation with drift terms with different and stronger conditions on b.
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Theorem 7.3 (Interior Hölder estimate for nonhomogeneous linearized Monge–Ampère
equations with drift terms [20]). Suppose that u 2 C 2.�/ is a strictly convex function in
a bounded domain � � Rn with section Su.0; 1/ satisfying

Br1.0/ � Su.0; 1/ � Br2.0/

for some positive constants r1 � r2, and with Hessian determinant satisfying

� � detD2u � ƒ in �;

where � and ƒ are positive constants. Let .U ij / WD .det D2u/.D2u/�1. Let b W
Su.0; 1/! Rn be a vector field such that kbkL1.Su.0;1// �M . Let v 2 W 2;n

loc .Su.0; 1//

be a solution to
U ijDij v C b �Dv D f in Su.0; 1/:

Then there exist constants ˇ0; C > 0 depending only �;ƒ, n, r1, r2 and M such that

jv.x/ � v.y/j � C jx � yjˇ0.kvkL1.Su.0;1// C kf kLn.Su.0;1///

for all x; y 2 Su.0; 1=2/.

To bridge the interior Hölder estimates in Theorem 7.3 and the boundary Hölder
estimates in (3.3), we need to control the shape of sections of the convex function u that
are tangent to the boundary @�. The following proposition, proved by Savin [33] (see
also [27, Proposition 3.2]), provides such a tool. It is a consequence of the boundary loc-
alization theorem for the Monge–Ampère equation, proved by Savin [32, Theorem 2.1],
[34, Theorem 3.1].

Proposition 7.4 (Shape of sections tangent to the boundary, [33]). Assume that � � Rn

is a uniformly convex domain with @� 2 C 3. Let u 2 C.x�/\C 2.�/ be a convex function
satisfying

� � detD2u � ƒ in �

for some positive constants � and ƒ. Moreover, assume that uj@� 2 C 3. Assume that
for some y 2 � the section Su.y; h/ � � is tangent to @� at some point x0 2 @�, that
is, @Su.y; h/ \ @� D x0 for some h � h0.�; ƒ; �; uj@�; n/. Then there exists a small
positive constant k0 depending on �, ƒ, �;uj@� and n such that

k0Eh � Su.y; h/ � y � k
�1
0 Eh; k0h

1=2
� dist.y; @�/ � k�10 h1=2;

where Eh WD h1=2A�1h B1.0/ is an ellipsoid with Ah being a linear transformation with

kAhk; kA
�1
h k � k

�1
0 jlog hj; detAh D 1:

Now, we are ready to prove Theorem 3.2.

Proof of Theorem 3.2. The equation satisfied by .k'kC˛.@�/ C kf kLn.�//
�1v shows

that we can assume that
k'kC˛.@�/ C kf kLn.�/ D 1;
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and we need to show that

kvkCˇ.x�/ � C.�;ƒ; n; ˛;�; uj@�; 
; ı;K;M/

for some ˇ 2 .0; 1/ depending on n; �;ƒ, �;uj@�, 
 and M .

Step 1: Hölder estimates in the interior of a section tangent to the boundary. Let y 2 �
with

r D ry WD dist.y; @�/ � c1.n; �;ƒ;�; uj@�/;

and consider the maximal interior section Su.y; h/ centered at y, that is,

h D hy WD sup ¹t W Su.y; t/ � �º:

By Proposition 7.4 applied at the point x0 2 @Su.y; h/ \ @�; we can find a constant
k0.n; �;ƒ;�; uj@�/ > 0 such that

k0h
1=2
� r � k�10 h1=2; (7.1)

and Su.y; h/ is equivalent to an ellipsoid Eh, that is,

k0Eh � Su.y; h/ � y � k
�1
0 Eh;

where

Eh WD h
1=2A�1h B1.0/ with kAhk; kA

�1
h k � k

�1
0 jlog hj; detAh D 1: (7.2)

Let
T Qx WD y C h1=2A�1h Qx:

We rescale u by setting

Qu. Qx/ WD
1

h
Œu.T Qx/ � u.y/ �Du.y/ � .T Qx � y/�:

Then
� � detD2

Qu. Qx/ � ƒ;

and

Bk0.0/ �
QS1 � Bk�1

0
.0/; QS1 WD S Qu.0; 1/ D h

�1=2Ah.Su.y; h/ � y/: (7.3)

Define the rescalings Qv for v, Qb for b, and Qg for g by

Qv. Qx/ WD v.T Qx/ � v.x0/; Qb. Qx/ WD h1=2Ahb.T Qx/; Qg. Qx/ WD hg.T Qx/; Qx 2 QS1:

Simple computations give

D Qv. Qx/ D h1=2.A�1h /
tDv.T Qx/;

D2
Qu. Qx/ D .A�1h /

tD2u.T Qx/A�1h ; D2
Qv. Qx/ D h.A�1h /

tD2v.T Qx/A�1h ;
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and the cofactor matrix QU D . QU ij / of D2 Qu satisfies

QU. Qx/ WD .detD2
Qu/.D2

Qu/�1 D .detD2u/Ah.D
2u/�1.Ah/

t
D AhU.T Qx/.Ah/

t :

Therefore, we find that

QU ijDij Qv D trace. QUD2
Qv/ D h.U ijDij v/.T Qx/ in QS1:

It is now easy to see that Qv solves

QU ijDij Qv C Qb �D Qv D Qg in QS1:

Due to (7.2), and the smallness of h (see (7.1)), we have the bound

kQbkL1. QS1/ � k
�1
0 h1=2jlog hj � kbkL1.Su.y;h// � k

�1
0 h1=2jlog hjM �M:

Now, we apply the interior Hölder estimates in Theorem 7.3 to Qv to obtain a small constant
ˇ 2 .0; 1/ depending only on n; �;ƒ, k0 and M such that

j Qv. Qz1/ � Qv. Qz2/j � C1.n; �;ƒ;M/j Qz1 � Qz2j
ˇ
¹k QvkL1. QS1/ C k QgkLn. QS1/º

for all Qz1; Qz2 2 QS1=2 WD S Qu.0; 1=2/. By (7.3), we can decrease ˇ in the above inequality
if necessary, and thus assume that

2ˇ � 
:

A simple computation using (7.2) gives

k QgkLn. QS1/ D h
1=2
kgkLn.Su.y;h//:

Moreover, from (7.1) and (7.2), we infer the following inclusions regarding sections and
balls:

Bc2r=jlog rj.y/ � Su.y; h=2/ � Su.y; h/ � BC2rjlog rj.y/ (7.4)

for some c2 2 .0; 1/ and C2 > 0 depending on n; �;ƒ;�; uj@�. We also deduce that

diam.Su.y; h// � C.n; �;ƒ;�; uj@�/r jlog r j � ı

if
r � c3.n; �;ƒ;�; uj@�; ı/:

We now consider r satisfying the above inequality. By (3.3), we have

k QvkL1. QS1/ � K diam.Su.y; h//
 � C3.r jlog r j/
 ;

where C3 D C3.n; �;ƒ;�; uj@�; 
;K/. Hence

j Qv. Qz1/ � Qv. Qz2/j � C4j Qz1 � Qz2j
ˇ
¹.r jlog r j/
 C h1=2kgkLn.Su.y;h//º

for all Qz1; Qz2 2 QS1=2, where C4 D C4.n; �;ƒ;�; uj@�; ı; 
;K;M/.
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Each z 2 Su.y; h=2/ corresponds to a unique Qz D T �1z 2 QS1=2. Rescaling back,
recalling 2ˇ � 
 , and using Qz1 � Qz2 D h�1=2Ah.z1 � z2/ and the fact that

j Qz1 � Qz2j � kh
�1=2Ahk jz1 � z2j

� k�10 h�1=2jlog hj jz1 � z2j � C5.n; �;ƒ;�; uj@�/r�1jlog r j jz1 � z2j;

we find
jv.z1/ � v.z2/j � jz1 � z2j

ˇ for all z1; z2 2 Su.y; h=2/; (7.5)

provided that r D ry � c3 < 1 is small.

Step 2: Global Hölder estimates. We now combine (7.5) with (3.3) and (7.4) to prove

kvkCˇ. N�/ � C.n; �;ƒ;�; uj@�; ˛; ı; 
;K;M/:

Indeed, as in (3.4), there exists a constant C�.n; �;M; diam.�// such that

kvkL1.�/ � C�: (7.6)

It remains to estimate jv.x/ � v.y/j=jx � yjˇ for x and y in �. Let rx D dist.x; @�/
and ry D dist.y; @�/: Assume, without loss of generality, that ry � rx . Take x0; y0 2 @�
such that

rx D jx � x0j and ry D jy � y0j:

From (7.6) and the interior Hölder estimates in Theorem 7.3, we only need to consider
the case ry � rx � c3 < 1. Consider the following cases.

Case 1: jx � yj � c2rx=jlog rxj: In this case, by (7.4), we have

y 2 Bc2rx=jlog rx j.x/ � Su.x; hx=2/;

where
hx WD sup ¹t W Su.x; t/ � �º:

In view of (7.5), we have
jv.x/ � v.y/j

jx � yjˇ
� 1:

Case 2: jx � yj � c2rx=jlog rxj: In this case, we have

rx � c
�1
2 jx � yj

ˇ̌
log jx � yj

ˇ̌
: (7.7)

Indeed, if
1 > rx � jx � yj

ˇ̌
log jx � yj

ˇ̌
� jx � yj

then
rx �

1

c2
jx � yj jlog rxj �

1

c2
jx � yj

ˇ̌
log jx � yj

ˇ̌
:

Due to (7.7), we have

jx0 � y0j � rx C jx � yj C ry � C6.n; �;ƒ;�; uj@�/jx � yj
ˇ̌
log jx � yj

ˇ̌
:
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Therefore, by (3.3), k'kC˛.@�/ � 1 and 2ˇ � 
 � ˛, we obtain

jv.x/ � v.y/j � jv.x/ � v.x0/j C jv.x0/ � v.y0/j C jv.y0/ � v.y/j

� C.r
x C jx0 � y0j
˛
C r
y /

� C
�
jx � yj

ˇ̌
log jx � yj

ˇ̌�

� C jx � yjˇ ;

where C D C.n; �; ƒ; ˛; �; uj@�; ı; 
; K; M/. This gives the desired estimate for
jv.x/ � v.y/j=jx � yjˇ in Case 2.

The proof of the theorem is complete.
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